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Figure 1: Results of our model running on different trajectories and topologies.

ABSTRACT

Deep learning-based cloth simulation approaches have potential in
achieving real-time simulation of complex cloth by directly learning
a mapping from control input to resulting cloth movement, bypass-
ing the need for time-consuming dynamic solving and collision
processing. Recent advancements have demonstrated the effective-
ness of Graph Neural Networks (GNN) in learning cloth dynamics.
However, existing GNN-based models have limitations in predict-
ing scenarios involving complex cloth movement. To overcome
this limitation, we propose a novel GNN-based model that incorpo-
rates several components, including RNN-based state encoding and
physics-informed features. Our model significantly improves the
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accuracy of cloth dynamics prediction in various scenarios, includ-
ing those with complex cloth movement driven by control handles.
Furthermore, our model demonstrates generalization capabilities
for cloth mesh topology and control handle configurations. We
validate the effectiveness of our approach through ablation studies
and comparisons with a baseline model.
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1 INTRODUCTION

Cloth simulation has been widely used in various industries, such as
video games, VR, animation, and fashion. As such, cloth simulation
has been an important issue in computer graphics research for
decades, but achieving realistic simulation of complex cloth in real-
time still remains challenging.

The most common method to generate realistic cloth deforma-
tion is physics-based simulation. While physics-based methods can
yield stable and high-quality cloth, they require substantial compu-
tational resources, making it challenging to interactively use them
for complex scenes. To address this issue, researchers have devel-
oped data-driven methods, which reproduce results efficiently for
the cloth learned during the training phase [3, 5, 9, 12, 15, 18, 25].
Many of these methods deal with garments, rather than cloth, pri-
marily focusing on the deformation caused by the body movement
and not considering various dynamics that occur in cloth beyond
the deformation caused by the body which makes the method lim-
mited to tight-fitting garments.

Recently, Graph Neural Networks (GNN) have been adopted
to learn dynamics of physical systems without being constrained
by the discretization topology of materials. MeshGraphNets [19]
have shown the capacity of GNN to predict dynamics in a broad
range of physical systems, including cloth, structural mechanics,
and aerodynamics. However, since they targeted on broadly-defined
dynamics, when the cloth is in control with a little more complexity,
such as when the cloth moves and rotates instead of being fixed, it
does not predict the dynamics well.

To address this, we introduce a novel GNN-based model that has
achieved improved learning of cloth dynamics. Starting from Mesh-
GraphNets as our baseline, we propose a number of components,
including RNN-based state encoding as well as physics-based fea-
tures and loss terms, to tailor the model more specifically to cloth
and extend the generalization capability of cloth movement. Hence
we dub our framework MeshGraphNetRP (i.e., with Recurrent en-
coding and Physical features).

The contributions of this paper can be summarized as follows:

o The introduction of physics-inspired features significantly
improves the accuracy and robustness of cloth simulation
for unseen challenging movements including rotation and
translation at different directions and speeds.

e We show that our RNN-based state encoding is critical for
reproducing the characteristic oscillatory behavior of cloth
before reaching the equilibrium.

e Our model can be generalized for arbitrary cloth topology
that has not been seen in training.

In addition, the paper introduces other components that con-
tributed to enhancing the accuracy and stability of cloth simulation
such as scheduled sampling and rotation-invariance with local co-
ordinates. Shown in Fig. 1 are the results of our model running on
different topologies such as square, wide, long and diamond-shaped
cloths moving on different trajectories like bouncing trajectory,
rotating upwards, and cloth handles moving separately from each
other.
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2 RELATED WORK

Physics-based simulation is the most common way to create realistic
cloth in computer graphics. Since the seminal work of [23], various
physics-based approaches have been introduced that employ phys-
ical laws to generate accurate cloth deformation[7, 16, 26, 27, 29].
Simulating cloth involves complex computations for vertex interac-
tions that takes huge computational time.

To address this challenge, numerous learning-based approaches
[3, 5, 14, 18] have been developed. Their main emphasis lies on
capturing the effects of body movement on the garments rather
than the dynamics occurring beyond body-induced deformations.
Some approaches represent garments using parametric body mod-
els that use skinning weights on skeletons [14] or displacements
from the body [3, 18]. However, with their body-centric representa-
tions, these methods are inherently limited to handling tight-fitting
garments such as T-shirts and pants.

Other techniques have also been proposed to address loose-
fitting garments with complex deformations that do not closely
follow the body [10, 17, 28, 30, 31]. However, these methods may not
be robust when the garment undergoes highly dynamic scenarios
and may fail to produce stable deformations with high details.

Another avenue of research has aimed to predict physically plau-
sible and realistic cloth dynamics by incorporating physics-inspired
loss functions[4, 6, 9, 20]. The loss functions encompass stretching,
bending, gravity, and body-cloth collision potentials to minimize.
However, these methods are not fully exploiting the dynamics that
arise from the physical interaction between the cloth vertices in
the deformation procedure. Taking inspiration from these prior ap-
proaches, we include physical notions in our framework to maintain
the quality and stability of cloth deformation.

Meanwhile, MeshGraphNets [22] employed Graph Neural Net-
works (GNN) [21] and obtained plausible dynamic simulation re-
sults in a broad range of physical systems including cloth, through
message passing between vertices. MeshGraphNets demonstrated
its capability to accurately predict the overall dynamics caused by
various factors like wind effects or simple collisions on a stationary
cloth. However, when the cloth undergoes movements and rota-
tion instead of being stationary, the model was unable to output a
stable result. Since the advent of MeshGraphNets, there has been a
noticeable rise in the adoption of Graph Neural Networks (GNN)
for cloth simulations [4, 8, 13, 24, 30].

We build our model based on prior research demonstrating the
efficacy of graph neural networks (GNNs) and physics-informed
features for dynamic cloth simulation. Our model features a GNN
framework that enhances the generalizability to a range of mesh
topologies and motion. By incorporating physics-informed features
and leveraging the relational nature that occurs at a vertex level in
a cloth enhanced the model its ability to infer the true dynamics of
the cloth. Our approach has achieved unprecedented generalization
on dynamic cloth motions driven by constraint handles.

3 OVERVIEW

We develop a GNN-based framework for cloth simulation of planar
topologies that is stable for translation and rotation motions. An
overview of our framework is shown in Fig. 2. We first collect a
dataset of the trajectories of a square cloth by using a physical cloth
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Figure 2: The overall framework of our model. We gather data using a physical cloth simulator and use these to make a graph
with rich physical features for our GNN-based model. We used scheduled sampling and physics-based loss. At runtime, we
would only need the trajectory of the control handles that could go anywhere in 3D space and the initial cloth mesh

simulator. From the dataset we train the model by constructing
a graph that includes relevant physical information of the cur-
rent mesh as node features and edge features. We use the Encode-
Process-Decode of MeshGraphNets as our main architecture. We
employ scheduled sampling in our training scheme to make the roll-
out results stable. After training, we can run the model by inputting
the initial state of the mesh and the trajectory of the handles (i.e.,
constraints on cloth nodes). The trained model can be generalized
for motions in unseen directions, speed and topology.

Dataset Preparation. We use Arcsim [16] as the cloth simulator for
obtaining our dataset. We simulated an irregular square mesh with
1024 vertices driven by two handles on the upper left and upper
right corners of the cloth. Our training dataset includes 16 trajecto-
ries containing 14 trajectories for translation and 2 trajectories for
rotation run at 60 fps. These trajectories are split into 42 sections
with a total of 6550 frames. Aside from the garment position, we
also save the mass of each cloth vertex and area of each face. We also
save the default rest state of the cloth. These data will be used for
computing the features in graph representation of the input which
will be detailed in Sec. 5. Appendix ?? details how we obtained our
training dataset.

4 ENCODE-PROCESS-DECODE
ARCHITECTURE

We follow the GNN-based Encode-Process-Decode architecture
(Fig. 2) introduced in [1]. Please refer to the paper for more details
and variations of this architecture. The first part of the network is
an encoder E that encodes the input graph Gjpp or in our case a
sequence of input graph {Gl.tn »
sage passing is applied in the processor P that contains N sequential
Pj (j=---N) blocks to get Gp. Finally the decoder D extracts the
desired dynamic information from G,. Like MeshGraphNets, the
final output of the graph is the acceleration of each node, which is
numerically integrated to get the position for next time step.

} into a latent representation G,. Mes-

Input Graph. We use a cloth M containing v vertices and e edges.
At time ¢ we represent the cloth as M* with positions {p!}i=1.0.
From the cloth states M? and M?~1 at current and previous time
steps, we extract relevant node features and edge features to make a
graph Ginp = (V, E) with V containing the node features {v;}=1:y
and E containing the edge set {(ek, rg, Sk) }k=1.c Where e contains
the edge features, and ry and s are the indices of receiver and
sender nodes representing the connectivity of the edges.

Encoder. We modified the MLP-based encoder of the original
MeshGraphNets to RNN architecture with GRU to consider the
historical movement of the cloth. The RNN encoder takes in a
sequence of input graph {Gitnp}(t = -h-h+1,---,-1,0) with
t = 0 representing the current time step. For our final model we
use h = 9 previous time steps for a total of 10 input sequence.

Processor. The processor has Pj(j = 1,---, N) blocks for nodes
and edges to pass their information to the local neighborhoods
within N steps. This message-passing among nodes and edges on
graphs is an important part for learning the dynamics. For our
model we used N = 15 as our message-passing steps.

Decoder. The decoder takes in the final graph output of the pro-
cessor, Gp, and decodes it to be the predicted acceleration for each
node a;. It contains an MLP node model €V and gets the node
features from Gp. We integrate a; twice to get the next time step
position p!*! = a; + 2p! — p!~1.

5 MODEL FRAMEWORK

As discussed in previous section, we represent cloth as a graph
containing node features and edge features to describe its current
state. We introduce several physics-based features and losses in
our model to enable a rich understanding on the current physical
state of the cloth for the model to learn cloth dynamics properly.
We also employed scheduled sampling and local transformations in
our model training to make the results stable throughout the whole
rollout.
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5.1 Node Features

We will first discuss the node features of the baseline MeshGraph-
Nets, velocity v; and node type n;, and then discuss new node
features we introduce in the model: external force f; and kinetic
energy KE;.

Velocity. The velocity at time ¢ is obtained for each node by
subtracting the positions of current mesh M? and the previous
mesh M*~ L.

t_ ot t-1
Vi =P —P;

Node Type. The nodes belonging to the handles serve as the
control input that drives the remaining nodes to motion. As such
we differentiate the handle nodes from the other nodes with the
node type n; represented with one-hot encoding.

External Force. The external force f; on each node is a 3D vector
that is computed at each time step. In this work, f; accounts for the
gravity and the wind drag. We used the saved values of the mass of
the vertices and area of the faces to compute the external force.

Kinetic Energy. The kinetic energy at time ¢ is obtained as K E;? =
%mi||vf| |2, where m; is the node’s mass.

5.2 Edge Features

We will first discuss the existing edge features from MeshGraphNets,
edge 3D vector and length, and then discuss the edge features we
introduce in our model: rest state edge 3D vector and length, stretch
and bending.

Edge 3D vector and length. We obtain the 3D vector of an edge k
by subtracting the current positions of the sender s and receiver
e nodes of the edge, di. = p;k - pﬁk, and its L% norm as the edge
length, ||di]|.

Rest state edge 3D vector and length. To represent the rest state of
the cloth, we include the edge 3D vector, d]rce“, and its length, ||d]r:35t||,
at rest state as an edge feature. The rest state of cloth is obtained
from physics simulation when the cloth is sagged with static handle
positions. The difference of this feature from MeshGraphNets is
that we use the 3D rest state of the cloth while the baseline method
used 2D UV-coordinates for this feature.

Stretch. Stretching force is a major factor for cloth dynamics that
acts to preserve the original length of the cloth. We simply model
the stretch feature of an edge as the difference of the current edge
length from its rest length, ||dy|| — ||d]rc“t||.

Bending. To help the model learn the cloth dynamics that gener-
ates bending force to restore the original angle between adjacent
faces, we add bending as an edge feature. The bending angle 6 of
an edge k is 0 when two adjacent faces are flat, and 7 when two
faces collapse on each other. Bending is set to zero when an edge is
connected to only one face.

5.3 Training Objectives

Our model is trained by minimizing the following loss functions
that include physics-based loss terms. We will first discuss the loss
of the baseline MeshGraphNets, acceleration loss, and then discuss
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the new loss terms we introduce in the model: kinetic energy, edge
vector, edge length, and bending loss.

Acceleration Loss. The first term is the acceleration loss that
measures the difference between the target acceleration alt. and the
predicted acceleration a; of each node.

1 4
Lace =7 ) llai ~ il ()
i=1

Kinetic Energy Loss. We compute the target kinetic energy KE
using the target position and ground truth current position to get
the velocity. The predicted kinetic energy KE is obtained from the
predicted and current positions.

1+ —
Lxg =7 ) (KEi ~KE)® )
i=1

Edge Vector Loss. Using the target position and predicted position
we compute the target and predicted edge 3D vectors to compute
the edge vector loss as:

1v —t+1
Levzggnd,i“—dk I 3)

Edge Length Loss. We compute the norm of the target and pre-
dicted relative cloth position to get the length of an edge. We use
these edge length values to compute the loss as:

—it+1

1 e
Ler= - ) (M= d I @
k=1

Bending Loss. We compute the target and predicted bending
using the target and predicted positions. We compute the loss as:
1y —
Lo=- ) (0 - 6)* 5)
¢i=

The total loss function is the weighted sum of the above terms:
Liotal = Lace + AKELKE + AevLev + et Ler + A9 Ly (6)

We empirically set the loss weights AxE, Aeo, Ao, Ag to 1, 30, 30 and
0.5 to get the optimal learned model.

5.4 Model Training

At each timestep ¢ in the training data trajectory we get source
triplet positions X; = (x-1, xg, x1) where x.; corresponds to previ-
ous position, xg to the current position, and x; to the target position.
To make our framework rotation-invariant, we transform the po-
sitions X; at time ¢ to the local coordinate frame of xj. The local
coordinate frame is determined from the positions of the handles.
As such, a planar cloth with its normal facing in the x-axis direction
would be seen the same way by the model even if this cloth is
rotated along the vertical axis. Adding noise in the training data
is important in reducing rollout errors, which was done by adding
Gaussian noise with zero mean and fixed variance to both x; and
x0. We use the same training noise strategy as in GNS [11] and set
the noise magnitude hyperparameter to 0.3, which worked well for
our model.

To gently introduce rollout during training, we adapted sched-
uled sampling scheme [2], which was critical for successful training



MeshGraphNetRP: Improving Generalization of GNN-based Cloth Simulation

of our model. With a probability p we performed rollout for the
next frame of data, i.e., the predicted position was used for the
next time step. If p = 1 for an epoch, the training is performed
without any rollout, and if p = 0, the training is conducted in a
purely auto-regressive manner where the predicted output will be
the input for the next time step prediction. In our training, we set

p = 1 for the first set of epochs and linearly decreased p until p = 0.

In addition, we set the maximum number of rollout steps to 30, after
which the ground truth values for the previous and current time
steps replaced the predicted values to prevent excessive deviation
of the rollout simulation from the training data. Refer to Appendix
B in our supplementary file for details on the scheduled sampling
and the model configuration.

6 RESULTS AND EVALUATION

We evaluate the effectiveness of our model through a comparison
with MeshGraphNets and an ablation study. The results show that
our model produces stable results and can move in any direction
in 3D space even though the model is trained with only a sample
of directions. In contrast, MeshGraphNets fails to generate stable
rollouts. Furthermore, our model exhibits the ability to generalize
to new motion and mesh topologies (Fig. 1). Please refer to the
supplementary video for viewing our results.s

6.1 Comparison with MeshGraphNets

We compared our method with MeshGraphNets on our test dataset
containing trajectories of a square cloth moving in directions not
seen on training (Fig. 3).
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Figure 3: Evaluation of our model compared with MeshGraph-
Nets. (a) Position RMSE at different rollout steps (b) Position
RMSE at each frame on a test trajectory (c) A closer compari-
son between our model and MeshGraphNets with scheduled
sampling

For one-step rollouts, baseline MeshGraphNets works better than
our model but MeshGraphNets fails to maintain stable results with
arapid increase in RMSE as the rollout steps increase. At whole roll-
outs, the RMSE of baseline MeshGraphNets is significantly higher
than our model. It could also be seen in Fig. 3b how the results of
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baseline MeshGraphNets destabilizes in the middle of the rollout
where the cloth is in motion.

We applied scheduled sampling on the baseline MeshGraphNets
as one of our comparisons in the evaluation. With scheduled sam-
pling the results of the model become more stable. We see at Fig. 3¢
a closer comparison between this model and our model. Position
RMSE is lower in our model and we could also see a clearer dif-
ference at the edge length RMSE which we observed is a sensitive
metric for measuring stability.

We observe that instabilities commonly arise from the areas of
the cloth near the handle wherein the neighboring nodes of the
handle cannot keep up with the cloth in motion. Figure 4 shows
the result of the models on a test dataset at the same frame.

(a) b (b)

Figure 4: Frame result for a test trajectory moving in (0,1,-1)
segment. (a) Baseline MeshGraphNets (b) MeshGraphNets +
scheduled sampling (c) Our model (d) Ground truth.

6.2 Ablation Study

We first perform ablations studies by looking at the effect of the
RNN encoder on the model. Our final model uses an RNN encoder
that takes in an input sequence of length 10. We compare it with
a model that uses a simple MLP encoder and a model that uses
an RNN encoder of length 5. Shown in Fig. 5 are the results. Two
different epochs were compared to also show the effect of scheduled
sampling with the encoders. At 300th epoch, the model starts to
operate in full auto-regressive manner.

The model that uses MLP encoder actually begin to worsen
its performance starting from the 300th epoch. It fails to learn
the important relationship of the previous inputs to the output
acceleration of the cloth.

Increasing the input sequence length to the RNN improved the
overall performance of the model. From the figure, we see that
at 300th epoch the performance of the RNN encoders are similar
with the MLP encoder. But with the next epochs of auto-regression
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Figure 5: Comparison of the MLP and RNN encoders. (a)
Position RMSE (b) Edge Length RMSE.

Table 1: Features and Loss Ablations.

Position | Edge Length
Model RMSE RMSE
X102 x10~2

w/o external force feature 3.1 4.463
w/o 3d rest state feature (use 2d rest state) 3.321 4.361
w/o stretch feature 3.373 4.685
w/o edge vector loss 3.289 5.02
w/o edge length loss 3.329 6.508
w/o KE feature & loss 3.22 4.169
w/o bending feature & loss 3.255 4.51
w/o all added features and loss (exter- 3.365 10.5
nal force, 3d rest state, stretch, KE and
bending features, and edge vector, edge
length, KE and bending losses)
Ours 3.167 4.197

training, the RNN encoders continued to improve with the RNN-10
having more improvement than RNN-5.

Next are the ablation studies done by removing the physical
features and loss we introduced in our model one at a time and
evaluating both position RMSE and edge length RMSE. Shown in
Table 1 are the results wherein our model performs better than the
models without the physical features and loss. Especially we can
see from the table the huge gap between the edge length RMSE of
the model without the new features and loss we introduced and
our model. Looking at the rollout results of this model without the
new features and loss, the elongation near the handles is apparent
as well as the shaking when the cloth is supposedly in rest state.

6.3 Runtime Performance

Our model with an RNN sequence length of 10 demonstrates effi-
cient performance achieving processing time of 37 ms per frame on
an RTX 3080 for 1024-vertices mesh. Reducing the RNN sequence
length to 5 results in a slightly better performance of 26 ms per
frame. The original MeshGraphNets configuration which showed
unstable rollouts for most motions runs at 12 ms per frame. In
contrast, Arcsim, which exclusively operates on CPU and was eval-
uated on Ryzen 5 5600x, exhibits a signifiantly slower performance
of 404 ms per frame.

6.4 Generalization and Limitations

Our method generalizes well beyond the motion trajectories seen by
training in regards of direction of translation, curvature of rotation,
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and motion speed producing stable results throughout the rollout.
We could also run motions where the cloth translates and rotates at
the same time. We believe this is achieved because of the physics-
based features we introduce in our model.

In addition, our method could simulate cloth with other mesh
topology with different mesh shape and size or different number
of handles. This generalizability is a strength of using GNN as our
main architecture.

Our model can generalize to motion speeds less than that of the
speed of training trajectories however our model fails on trajecto-
ries with higher speeds. The rollout becomes unstable as the cloth
cannot catch up with the movement of the handles although the
cloth could recover to its stable result after the handles stop.

Our model can also generalize with handles moving separately
from each other as long as the distance between the handles is kept
at a certain range. Otherwise, when the handles are too far from
each other, it will fail to show the stretched rest state. In addition,
if the handles are too close, self-collision between the cloth vertices
may occur.

One limitation in our work is the assumption of no collisions
with external objects. We leave future work for representing col-
lision for the model. One possible way is through the solution of
MeshGraphNets with the representation of the external object as
another graph and making connecting edges between the cloth
graph when the external object is close to the cloth which could
be computationally inefficient. Another limitation of our work is
the assumption that the rest state of a given cloth is the same. This
is not the case when we have the four corners of a square cloth
as control handle and manipulate the bottom corners to bring the
cloth upwards. We believe that a proper representation of the rest
state of the cloth is essential in the model and future work is left
for better representation of this rest state.

7 CONCLUSION

We propose a novel GNN-based cloth simulation framework that
leverages physics-informed features in the networks. Our frame-
work accurately predicts cloth dynamics in highly generalized mo-
tions that are not seen during training, while also generalizing for
arbitrary cloth mesh topology and control handle.

Our results demonstrate the effectiveness of deep learning ap-
proaches in reproducing cloth motions for a wide range of scenarios.
However, we acknowledge that more complex cloth motions, such
as tearing or colliding with complex objects, may present a chal-
lenge for deep learning-based methods. Exploring these challenging
scenarios would contribute to advancing both deep learning archi-
tectures and cloth simulation studies, ultimately leading to more
robust and versatile cloth simulation frameworks.
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